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ot I. INTRODUCTION
'.‘ ~ - vy ~
‘\}, The Commander, United States  Armyv  Military  Personnel  Center
,;;::: (MILPERCEN), is responsible for developing and issuing policies, standards and
;‘! : proccdures in the admimstration of the Selective Reenlistment Bonus (SRB) program.
o The SRB program is designed to ofler an attractive reenlistment incentive to unprove
“:j:_" manning in the most critical skills. A primary consideration in the management of the
,::5 SRB program is the historic eflectiveness of an SRB in improving retention in a
oy particular skill. In this study, the problem of meuasuring the historic effectiveness of the
] SRB program is modelled and solved using stepwise and ordinary least squares multipie
. linear regression analysis.
,\’ Ao PROBLEM STATEMENT
3 The Commander, MILPERCEN must recommend to the Deputy Chief of Stafl
o for Personnel (DCSPLER) those Mulitary Occupational Specialties (MOS) which sheuld
:.:::.:f be included in the SRB program. The criteria used to determine which MOS should be
\ | included in the SRB program are outlined in the form of several guidelines (specificaliy,
= . Title 37 United States Code, section 308, Department of Defense (DODY Directive
N.:: 1304.21 and DOD Directive 1304.22), Some criteria, such as replacement training
:-_::: I ) costs, ure casily quantificd. Other criteria, such as the relative unanractiveness ol cach
.\‘}: MOS compared to other military and civilian skills, are much more subjective.
Ko ‘ One criterion upon which the decision to include a particulur MOS in the SRB
s ] program 1s based i1s the projected improvement in retention in responsc to the bonus
,:,\ 1 awarded. There must be a reasonable prospect of enough improvement in retention to
‘\';? ‘1 justifv the projected cost of the bonus. Therefore, a requircmient exists to maintain
Ve ! estimating factors for use in projecting retention rate improvement as a function of
"i' } SRB award level. DOD directs that these [actors be developed from actual experience
::::'- | under the SRB program.
_.:. ‘ The mprovement factors currently available are outdated and were developed
2 ‘ without cousideration to certain variables believed eritical to an accurate projection of
i~ retention at the MOS Jevel.
~ !
o
!
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v
P B.  BACKGROUXND
e In Scptember 1981, the DCSPER requested that the Commander, United States

Army Concepts Analysis Agency (CAA) establish a studv group to develop an

improved methodology for allocation of SRB funds. An intermediate goal of the study

=

-x. group was to quanufy the effect of SRB on retention: that is, develop a set of
¥ historically based improvement factors. These factors were to replice similar
Y\ ) 1
N . . . < o o
l improvement factors published by the Rand Corporation in September 1977 [Ref 1].
‘o 1 The DCSPER suggested that the Rand factors were no longer valid, in light of more
~
e l recent trends in retention, pay and civilian perception of military service.
B ! In August 1982, the study was completed by CAA. Included in their {inal report
" ° - T l
: [Refl 2] were a set of MOS and rcenlistment zone specific SRB eflectiveness factors.
S oumill . . . . . .
A These factors were said to represent the net change in retention rate for a given MOS
"_-- { . ~ . ~ . ~
N brought on by a change in the SRB autherized that MOS. The lactors were actually
Wat !
W . . -~ . . . . . .-
' y the estimated regression coeflicients of the carrier variable SRB in the multiple finear
LN | ) . . . . . )
: regression model used to explain retention rate behavior for all MOS during the
R previous five vears. The specific model [ollows:
"?:' L > [ - ' v 2
:h + B-X-‘3 + 0,7 + 75 + ¢
> 33 11 2022
3¢
188
K where:
N
o Y = retention rate
Ny = SRB multiplier
N .
0 N5 = vear
u‘h: P4 e
T X5 = calender quarter
N 5
) 7y = unemployment rate
o 7.5 = Consumer Price Index
‘j;-. € = crror component with assumed distribution N0, 6 ).
N
o While the study group cautioned against using the retention improvement fictors
Tl . . .. . [
festimated regression cocflicient hl) for longer than two vears, no provisions were
e made for the periodic re-estimation of those coeflicients.  Tlence, the current set of
, o coefTicients are a function of data which arce at least five vears old. Additionally, while
A
L . . . . - B
’ diagnostics from the CAA model support a reasonably good (it to the data available.
. 7 > g
e >
A
:r., [0
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no attempt was made by the CAA analvsts to account for the eflects of factors such as

" o

populaticn demographics and promotion opportunity.
. _

The Deputy Chief of Stafl for Plans (DCSPLANS), MILPLERCEN submitted this

problem, with the below stated objectives, to the Naval Postgraduate School, pursuunt

0

to a special thesis study / management program. Under this program, a participating
Army student works with MILPERCEN to resolve a current problem and receives a
follow-on assignment to the Personnel Center upon graduation. All rescarch costs and

i other costs associated with thesis preparation are borne by MILPERCLEN.

C.  STUDY OBJECTIVE
The objective of this study is to formulate a mathematical model which explains
the variation mn zone A cnlisted retention rates over time at the MOS level of detail.
¥ Variables representing promotion opportunity to vrades ES and L6 and o variubic

representing SRB award ievel are to be considered as candidate explanatory variables,

D, MODLEL AND SOLUTION APPROACH
The mathematical formulation proposed in this study is an ordinary least squares
| muitiple lincar regression model with higher order terms. It is our intention to

carefully select our dependent and independent variables so that the model can be used

in a predictive manner: given a set of outcomes on the expianatory variables, we wish
! to predict an cutcome on our selected response vartable with a measurcable degree of
! precision.
Our objective is to build a model which can predict zone A retention at the MOS
! fevel. Tt s likely thercfore, thit if cach MOS  subpopulation were  studied
imdependenty, the carrier variables included in the final model (sclected by some
svatem of rules)y would not be identical for cach MOS. Tlus situation, for our
. purpeses, s not acceptable.

The mtentions of our user dictate that we sclect a best model and apply it for all
MOS. A< has already been mentioned, the SRB munagers have used the estimated
cocthaient of the carrer variable SRB (we refer to this estimate henceforth simply as

b to compare the effects on retention of varving the SRB level across several, or even

all. MOS. Mosteller and Tukev [Refl 30 pp. 315-231] warn that the cocellicient of a
! carricr 15 very dependent on it’s costock. In our case, we will attempt to construct
model so that the carrier variable representing SRB is unrelated to any variable i the

costock.  The interpretation of the estimated coeflicient as the ¢ffect of SRB feve!

4 11
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changing while costock variahics Accp thedr swne vdiucs ts thien reasonable at the MOS
level. For comparisons to be muade acress dilerens MOY aovever, we must use the
same model for all MOS. While such o ~elutior appro.ch has the disadvantage of
suboptinuzing our prefiction capabihty at the MOS fevel, 1t has the large advantage of
permutting a reasonably vahd comparisen of the relative ctiectveness of SRB across a
group of MOS.

['rom the perspective of the user, the overall model approach oflers two other
distinct advantages. First, it oflers simplicity. The managers who will be responsible
to implement and maintain this model are not operations analvsts and will resist
integrating a complicated model , procedure into an already busy schedule. Sccond, an
overall model offers credibility. It would be very difficult to explain to non-analysts
why a particular carrier, suy Consumer Price Indey, is pertinent to the reenlistiment
decision of a soldier in onc MOS, but not in another.

An outline of the steps included tin our modelling and solution approach follows.
It 1s consistent with a methodology recomimended by Draper and Smith [Ref. 4: p.
414

1 Dc[fmgl the problem. Select a response variable. Suggest relevant carrier
varlables.

ro

Can we obtain a complete set of observations on all specified carrier_variables
and the selected response variable? I not, return to step (I).  Otherwise,
continue.

3 Establish model goals. Consider the minimum ;/ maximum number of in¢luded
carrier variahles desired and determine the desired level of statistical signilicance
for the estimated coetlicients ol cach.

4 Comgruct} a correlation matrix. Guard against including carriers which are highly
correiated.

5 Conduct independent multi]plc lincar stepwise regression analvsis for cach MOS
included, m the studv. Examine the residuals for support of the model
assumptions. Are the models adequate? [ not, return to step (1), Otherwise,
continue.

b Proposc an overall lincar regression model.

7 Conduct ordinary least-squares multiple lincar regression analyvsis for cuch MOS
included in thé study.,  Ixamine the residuals for support of the model
assumptions.  [s the model adequate?  If not, return to step (6} Otherwise,
conunuc,

8 Are the coceflicients reasonable? Is the model plausible? [s the equation usable?
[ not, return to step (1) or (0) as appropriate.




E. INTTIAL ASSUMPTIONS

Some [urther assumptions should be addressed. We assume that an individual’s
propensity  to reenlist 1s a  funcuon  of many  variables, both personal and
environmental.  We assume that 1t 1s possible to formulate a mathematical model
which estimates the propensity of individuals to reenlist at the MOS level. While this
assumption is driven by a user requirement for an MOS level model 1t is not an
unreasonuble one. The assumption implies that individuals in the same MOS behave
similarly with respect to the factors which affect their reenlistment decision. It also
allows that soldiers in diflferent MOS may have different perceptions of the
environment in which they make their reenlistment decision. These implications can be
justified with respect to the Inlisted Personnel Management System (EPMS) The
duties and training required of cach MOS are associated with different civilian skills.
Also, the general qualifications and skills of the MOS subpopulations are sorted at
calistiment. [For exan:ple. the mean Armed Forces Qualification Test (AIFQT) score for
onc MOS is not the same, nor is it intended to be the same, as any other MOS. EPMS
establishies the MOS as the basic unit of personnel inventory management. It is not
only the required level, but also the logical level at which to conduct this study.

We must also assume for the purposes of this study that EPMS remains
relatively stable. TFurther, we assume that the socio-cconomic environment in which
the soldier makes a reenlistment decision is stable (within the norms established in the

historic scope of this study).

I THESIS OUTLINE

This thesis formulates and develops a mathematical model which explains the
variation n zone A rctention at the MOS level. In Chapter 1, a brief overview of the
SRB program is presented. In Chapter T, the assumptions and analysis leading to the
development of an overall model are explained. In Chapter 1V, the results of litting
the proposed overall model to the available data are presented and discussed. Finally,

Chapter V includes the conclusions and recommendations of this study.

G, PROGRAMMING LANGUAGLES AND STATISTICAL PACKAGES.
Al programming  associated  with  duta collection  and  manipulation  was
completed using FORTRAN 77 code. Al data analvsis and most graphics were

completed using the SAS, version V, statistical package. These choices were made with

respect to the current capabilities und assets of the Military Personnel Center.
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II. THE SELECTIVE REENLISTMENT BONUS PROGRANM

This Chapter presents a brief overview of the Selective Reenlistment Bonus
(SRB) program. Criteria for including MOS in tlie program are outlined, as arc the
cligibility requirements and payvment procedures. Finally, the budget history of the

program is graphically summarized.

A.  TIHE OBJECTIVE
The Sclective Reenlistment Bonus program is designed to offer an attractive

reenlistment incentive to improve manning in critical military specialties.

B. CRITERIA FOR INCLUDING MOS IN THLE SRB PROGRAM
As has been previouslv noted. there are many criteria considered before
including, or excluding an MOS from the SRB program. Among these factors are:
I a comparison of carcer manning requirements with projected inventory,
2 the cost of formal school training for replacement personnel,

the expected increase in retention as a result ol inclusicn in the SRB program,

L W

the priority of MOS in terms of it's esseatiality to the Army mission,

w

the_ inherent unattractiveness of the MOS with respect to other military and
civilian occupations.

C. ZONES OF LLIGIBILITY
There are three zones of individual SRB cligibility. They are:
1 zone A, which applies to those service members who have completed at least 21
months of continuous active duty but not more than ¢ vears of active duty on
the day of reenlistment.

2 7zone B, which applics to those service members who have completed at least 6
but no more thun [0 vears of active duty on the day of reenlistiment.

3 zone C, which applics to those service members who have completed at least 10
but no more than' 14 years of active duty on the day of reenlistment.

D, THE AMOUNT OFF BONUS AND METIIOD OF PAYMENT
1. Amount of Bonus
The reenhstment bonus to which a service member is entitled upon

rcenlistment is computed as follows:
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SRB = (monthiv basc pay) x (vears of additional obligated scrvice) (2.

X (SRB level)

where the SRB multiplier can assume values of 0, 1, 2, 3, 4. or 5. No more than one
SRB is authorized per soldier per zone. No SRB can exceed $20,000.00.

2. Mcthod of Payment

Upon qualification for award of an SRB, a servicc member receives 50" of

the authorized SRB on the day of reenlistment, and the balance in equal annual
instailments on the anniversary of the reenlistment during the reenlistment contract

period.

E. NDIVIDUAL  ELIGIBILTTY  CRITERIA FOR  ENLISTED  SERVICL

]
MEMBERS.
Thie ndividual eligibility criteria for service members is as prescribed in Army

Reguiaticn (AR €00-200 and AR 601-280,

F. PAYMIENT EXPERIENCE

As is indicated above, the amount of the SRB award to which an individual is
entitled is a {unction of three factors: SRB award level, individual monthly base payv,
and vears of additional obligated service incurred as a result of the contract. The two
following graphics are included to provide the reader with a feel for the scope of the
problem. At Iigure 2.1, the horizontal axis lists fiscal vears while the vertical axis is
scaled to measure the total number of zonc A SRB takers for cach vear. At Figure 2.2,
the horizontal axis again represents fiscal years, but the vertical axis represents the

total zonc A SRB expenditures for cach year. We note that both bonus takers and

expenditures were at a low point in FY83. We note also that while the total number of

zone .\ bonus takers has increased over the last 2 years, the total expenditures have

not. The underlying cause of this trend is that, in general, reenlistment bonuses are

available to more eligible soldiers, but at a lower level.
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1. MODEL FORMULATION

In this Chapter, the assumptions and analvsis leading to the development of un
overall model are eapluned. First, the basic muluple lhinear regression model s
proposed in matny notation. Then a response variable and a set of candidate carner
varbles are suggested. A sampling period is defined for use in estimating parameters
associated with the proposed variables. The problems encountered in data collection
and data preparation are discussed. The results of independent stepwise regression
analysis on cach ot the included MOS are explained. Finally, an overall multiple lincar

regression model 1s proposced.

AL YROPOSED LINEAR MODEL IN MATRINX I'ORM

I this thesis. we assume that there exists a relationship between the propensity
of a scldier to reenlist and that soldier’s perception of the environment. A reliable
method of analvsis to examine the nature of the relationship between our proposed
response variable (some micasure of retention rate) and our candidate carrier variables
(which will attempt to account for changes in the makeup or environment ol the
reenlistment (decision-maker) is the method of least squares, or regression analvsis.
Using this method of analvsis, we will attempt to [it the following multiple lincar

regression modet to the duta we collect for cach MOS:

Y=Xp+c¢ (3.1)

where:
Y is an (n x 1) vector of observations on the sclected response variable
N is an (n x p) matrix of obscrvations on the sclected cuarrier variables
Bisa(px 1) vector of parameters to be estimated

cisan {n x ) vector of errors assumed to have the distribution N0, 61 )

[t 1s shown [Refl < pp. 86-87] that 1f X'X is non-singular, the least squares

estimate of B, call it b, can be written as:

ha' aar Aas Sy 3
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b= (XNINy , (3.2)

with variance-covariance matrix (X'X)'lcz. Thus, the variance associated with

estimating any particular cocfficient is given by:
V(b) = c;02 (3.3)

where ¢;; is the diagonal element in (X'X)’l corresponding to ith variable. Further, a

=

prediction of Y at Xy is given by:
o . ' ,
with vartance given by:

’ /\' A avxd 7‘-1 , 7.

—
(P¥)
(n
—

B.  SLLECTION OF TIIE RESPONSE VARIABLE

We have assumed that MOS subpopulations can be trcated as discrete groups
with respect to their propensity to reenlist. Therefore, it follows that if the variables
rclevant to the reenlistment decision were known, and their levels could be fixed, or
considered fixed for a period of time, the reenlistment propensity of these discrete
groups could also be considered fixed. Let us assume that these propensitics are
probabilities.  Then, since a soldier either does (1) or docs not (0) reenlist, over a
period of time we will observe outcomes on repeated bernoulh trials with [ixed
parameter p.

If we further assume these observations arc independent, then we can use the
maximum likclihood estimator for parameter p (p = number of reenlistments observed
" number of trials). lence, one mcthod for obtaining an estimate of the reenlistiment
propensity for a given MOS is to observe outcomes on the reenlistment decision for a
period of time short enough so that relevant conditions may be fixed or considered
fixed, yet fong enough to obtain a sample size which will enable us to discern small

changes in the population parameter.
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i:’. ! The purpose of the SRB program, as stated in Chapter 11, is to improve manning
*;E,' in critical military specialtics. An SRB can be 'consjdcrcd effective in 2 wavs. First, an
‘:‘ SRB can induce a soldicr to reenlist for his own MOS, who may otherwise have left the
- service.  Sccond, it can induce a soldier to reenlist for his own MOS, who mav
E&::" otherwise have reenlisted for training in another specialty. In conjunction with
ety program managers at MILPERCEN, the following retention (vice reclussification) rute
f'-:f' has been developed for use as the response variable in this study:

‘ Y = retention rate = propensity of a soldier to reenlist for his own MOS.

'it It is estimated by:

l”c i A

| Y = cstimated retention rate = number of soldiers reenlisting for their own MOS |

ot number of soldiers c¢ligible to do so.

‘4':-‘ T _ . . & : L

RS, Obviously excluded from our estimator Y (not included in either numerator or
,n. ,' denominater  expressions) are  service members who are not  {ully cligible  for
— | reenlistment at the decision point. An SRB cannot induce an otherwise incligible
i‘_:: soldier to reenlist. Also excluded are reenlistments which occur outside the window of
; eligimlity (6 months for first term soldiers, 3 months otherwise) and all extensions,
r These actions, whiie not independent of the eflects of the SRB program, occur {or
. exceptional reasons unrelated to the SRB award level.  Soldiers who reenlist, but
)

reclassify in conjunction with reenlistment, are not counted in the numerator of our

estimator, but are included in the denominator.

-

o Yl . . . . R .
AahY Retention data is available at the individual soldier level on muass storage at
e MILPERCEN. THowever, owing to significant changes in the manncer in which these
# !
> . . R . . .

3 y data were recorded prior to fiscal year 1981, carlier data arc not readily availuble. A
1)
iy magnetic tape, contaming mformation pertinent to the reenlistment or separation ol
A A . ) Cae . e
‘o:_ soldiers during the period T Oct 81 through 30 Sep 85, was provided by MILPERCEN
to support this study. Excluded from this tape were transactions concerning service

]
:_,.: members outside of the three SRB zones, or who otherwise fell into an excluded
&’ o category as described in the previous paragraph. In all, more than 481,000 individual
10 . S
Y records were included in the file.
o
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o
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C. SCELECTION OF THE CARRIER VARIABLES
I. SRB Level
SRB level is the carrier variable of int-crcst in this study. It exists at one ol 6
discrete levels for all MOS, for all zones, at all times. These levels are 0, 1. 2, 3, 4,
and 3. Record of the SRB history for cach MOS is not currently available in muachine

rcadable form, but hardcopy records were made available by the MILPERCEN

program managers dating back to [974.
2. Endogenous Variables
The endogenous variables, for the purposes of this study, arc those variables

which provide information on the demographic composition of the discrete groups
themselves. Tor cach record conteined on the data tape provided by MILPERCLEN,
the fellowing demographic data are recorded:

I AFQT score,

2 civilian education level,

3 sex,

< number of dependents,

: 5 race.
| It 1s our intention in recording these data, to construct variables which may be
} ’ included in the overall regression model to control for the cflects of population
l dvnamics.

3. Fxogenouws Variahies
Unemplovment rate is included asx o staustic which is visible to the
reenlistment  decision-maker and muav represent one  quantitative  measure of the
soldier’s carcer alternatives, This data is readity avalable o the Laplovimene and
Fuarnings Mouthly, published by the Burcuu of ©abor Statistics (BLS). The duta s
sununanized by occupational classification and region. Since most Armiy skills do not
readity fall mnto any of the BLS classifications, our statistic ol choice 1s the scasonalized

aggregate uncmploviment rate.

Consumer Price Index (CPly, as a measure of the change in the spending
) power uf the soldier, 1s also considered a vital statistic, Data s again available on a
monthiv basis in the BLS published CP1 Detailed Repore The statistic most relevant
for our uses 18 the scasonahized statistic for all urban consumers,

Pav scale changes are believed to be at least as mportant as CPL Considered

with CPL o measure of the real change in a soldicr’s purchasing power can be derived.
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Promotion opportunity to pay grades S and L6 is considered very important.

|
o) |
I‘, | Varnables which account for the change in promotion opportunity at the MOS leve!
:'.':,','; were of spectlic concern to the MILPERCLEN program managers. Our problens here
;. | however, 15 to identifv a measure visible to the reenlistment deasion-muker and for
:::',; i which a reliable historic record exists. The monthly published promotion cut-of! scores
:'5":5 were an immediate choice as an explicit and simple indicator of relutive promotion
: :: opportunity, but MILPELRCEN promotion program managers have maintained no
v !: data older than 2 vears. As an alternative, it was decided to include a statistic reported
"%::5 on the monthly DCSPER 411, Enilisted Strength Report, available on nucrofiche only,
¥ ."‘.: The statistic, mean time in service at promotion for those promoted in the previons |2
B morniths, reports a 12 month promotion moving point average for both grades at the
. "; MOS level. This statstic 18 included, as it is believed that a soldier making a
f.:'-:: reenlistment decision is sensitive to the eflects changes in promotion policy have on the
:-_;:: carcers ol those around him.
~:~::
+ D. SLELECTION OF A SAMPLE PERIOD
e As has been mentioned, our data collection capuability s linnted 1o the [ive liscal
" vears from FYSI through FYS3. A change in the manner in which loss duta was
5 recorded precludes our obtaining reliable data on carlier records.
W Inasmuch as we plan to observe outcomes on the reenlistment decision over a
AN period of time during which the levels of the independent variables included in our
:E regression model ure considered fixed, we must decide upon a sample period. An
S: mmmediately attractive alternative is the fiscal quarter for several reasons. [ivst, the
l... SRB program 1« managed in accordance with a quarterly cvele. Second, severul of our
oy data (such as the promotion statistics) arc reported at quarterly intervals, hird,
}.::_. severul of our data (such as CPI) are much more stuble at the quarter level,
:‘; Analysis was conducted to deternune the appropriate sumple size of cligibles
B required to ensure that a reliable base of MOS and zone specilic retention rate
.‘,‘:_j estimnates was obtained. Spcciﬁcully.’\\\'c wish our sample size to be Jarge enough so
::J::j thut 90"y of the time our estimate Y is within 10" of the true parameter Y. ‘Lhen
:’\ using an approxmuate 90%%  confidence interval for for the Bernoulli purameter Y
- TR2L 50 pp. 394-395)0 we can compute the minimum number of observations, n,
required to satisty our requirement.  The approximate 900 confidence terval can be
,$: Written us:
e L0 T A N
b PrY - 1oAY (1-Y)y ) SN Y - LedAY (1Y y = 90
e 2
e
)
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T'he variance of the ostimate ts maxinized with Y = (0.5,
Y POIPPRIN - 5 VIR RS
P(3- 164523 n) = <Y < 5+ 1.643(.25n)" =) = o

We sec that to be Y0°¢ conlident that our estimate Y is within 10, of the true

parameter Y, it must be true that
< L1002
Lod453(.25'my = < .10
Solving the above equation for n, we {ind that:

n > 68

We next require each MOS included in our analvsis to have at least 6§ zone A

reenlistnient outcomes per quarter for no fewer than 14 of the 20 quarters of duta
avatlable. We will refer to such MOS as high density. In addition we require that the
MOS be authorized as of the end of FY83 and that it have an active SRI history in
our period of study, That is, there must be at least one change in SRB level durnng the
data period. When these requirements are imposed, the number of MOS inciuded in
our analvsis is reduced from an inittal 374 to 24. These MOS are histed in Table 1.

Consider the SRB budget history summarized at Iligure 2.2, While the number
of MOS included in our analvsis represents only 6.4% of the total MOS in the
inventory, during the 5 vear period of our study, these 24 MOS accounted for over
34°% of the zone A reenlistments and over 60" of the total zone A bonus budgct
outlavs. With these facts in mind, we will pursuc our development of a zone A
retention model using only the 24 high density MOS. In doing so, we make the
fullowing observitions:

1 The developed model should be accurate Tor the 24 high density MOS.

2 Inesmuch as the model will account for over 34" of the total 7zonc A
reenlistments i the Army, it s very likely to be reasonably accurate lor the
moderate density MOS i the mnventory, (A moderately dente MOS 1s once for
which at least 17, but less than 68, out¢omes rcr guarter can be observed for no
fewer_thun 14 of the 20 quarters ol data available for our study. The requirement
for 17 observations allows us 907, conlidence that our estimator is within 207,
of the true retention rate, Y.)  An application of the developed model to those
MOS will not be unjustticed.

It mav not be possible to :xdcqlu;xtcl_\' represent the retention behavior of all Tow
density MOS Swath an overadl model” By thewr pature, they are maniged
exceepnonalls. - Thar group ﬂcrccrnon of the factors which  aflect  thar
reenfitment decision will not I elv be similar to that of anv other MOS gruu[lw.
ilorts to group these Tow density MOS, creanng artificial "high density Sanple

cells, s has been done o several studies by both CAN and Rand Corporation
fincluding those previous!y referenced), must be well documented and controlled.
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3 y TABLE 1
-t ] MOS INCLUDED I\ THIS ANALYSIS

] (HIGH DENSITY) _’
a2y
g | ‘ |
,"‘ ! | MOS TITLE

3 _\‘1 11B  Infantryman |
‘3;:1 © 11C Indirect Fire Infuntryman }I
w-‘, [T Ieavy Anti-armor Weapon Infantrvman [
i , :\ 123 Combat Lngincer ,
LA :‘} e Bridge Crewman ‘
S-E: 138 Cannon Crewmcember 1
:"«::-' - 13E Cannon Ilire Direction Control Specialist
e ‘ 127 Tire Support Specialist ~
'::-;, ;‘ 16R ADA Short Range Gunnery Crew Member '
= |16 MANPADS Crewmember

o 19D Cavalry Scout

e | 19E M4I8-M6O Armer Crewmember

* l 3IM Multichannel Commo Equip Operator

4:33 | 31V Tactical Commo Equip Operator

'!’ ! SIB  Carpentry 7 Masonry Specialist

34 NBC Specialist

GHoa 1 03B Light Wheel Veh cle Mechanic

:”.‘;" l 63 Track Vehicle Repuirer

e 63N MOOAT A3 Tank System Mechanic

! 63T Bradley I'VS Mechanic

::-_i- 63W  Wheel Vehicle Repairer

:’?‘; 726G Telecommunications Center Opcerator

;:E: | 76W  Petroleumn Supply Specialist

- $2C Field Artillery Survevor

o
A "EZ:

o

e 24

o
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[t is acknowledged here that our approach to the sample size problem s very
conservative.  We will show in Chapter IV, that actual results [rom applving our
proposed linecar model to availuble data for high density MOS, can vield 0%

confidence mntervals which are considerably shorter than (+/-)10%.,

E.  DATA PREPARATION

The zone A SRB level in effect for each MOS and for each quarter is included in
the candidate carrier variable data set (as variable SRB) without modification. An
additional vartable, SRBSQ (SRBZ) is also included to account for the possible
nonlinear e¢flccts of the SRB program on retention.

The FORTRAN code which was used to devclop retention rates (response
variable REUP) and other rates associated with the endogenous variable set is included
at Appendix A. The retention rate algorithm is straight{orward and consistent with the
rules set forth in section B of this Chapter. The endogenous carrier variubles are

defined for cach of the 24 MOS and for each of the 20 quarters as follows:

1 AFQT : cligible population scoring less than S0 on the AFQT ; total chigible.

2 CIVED : clizivle population completing at least 12 years of formal cducation
total eligible!

3 SEX: cligible females | total cligible.

4 DEP : eligible population with more thun 2 dependents / total cligibles,

S RACE : eligible non-caucasians ; total cligible.

Initial demographic rate definitions were suggested by retention program managain &
MILPERCEN. The final definitions reported above were developed throuch o tricl
and error process. These dchnitions were found to provide the most meamngiul
description of an cligible population.

A vanable named REAL was constructed as a lincar comvination of the CP'l and
the annual pav  raise  reccived by the  service  member. Specificaily,
REAL = % pay raise - CPL. The variable was considered as a carricer because we
found that it adequately accounted for the changes in the soldier’s purchasing power,
while consuming one fewer model degrees of {reedom.

The E3 and E6 promotion opportunity variables mcluded in the candidate carrier
variablie sct were constructed as follows:

I ESTEST2 @ mean time in service (TISy at promotion to grade '3 for those
promoted in the previous 12 months (MOS level) © mean TIS at promotion o
crade 13 for those promoted in the previous 12 months ¢Army level).

2 POTEST2 ©omean TIS at promotion to grude 1°6 for those promoted in the

previous 12 moenths (MOY Tevel) mean IS at promotien to grude Lo for
those promoted in the previous 12 months (Army level).

to
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We expect to find that ES and [£6 promotion opportunity (here, measured relative to
an Army average) are cflective retention incentives. That is, as the relative opportuniry
for promotion in a particular MOS is enhanced, so should the retention rate be
enhanced, given the levels of all other factors are unchanged.

The scasonally adjusted unemployment rate (UNEMPLY) is included in the
candidate variable set without modification.

Our earliest analysis of the data provided by MILPERCEN indicates the
existance of a strong scasonal trend in retention. [igure 3.1 graphically depicts this
trend. The solid hine represents the aggregate estimated retention rate for all MOS
which were not included in the SRB program during our period of analvsis. The
broken line represents the aggregate estimated retention rate for all MOS which were
included in the SRB program during our period of analysis.

Three observations can immediately be made. First, the aggregate trends are
very similar. Second, despite the inducement of a bonus, MOS included in the SRB
program tend to have Jower rates of retention than those not included. Third, and
most unportantly, it is evident that we could capture a good dcal of the scasonahty by
including the variables QTR (representing the actual fiscal quarter associated with cach
data point and taking on values 1, 2, 3 or 4) and QTRSQ ( QTR?' } in the candidate
variable data set. A variable or set of variables which accurately accounts for an eflect
such as scasonality is preferred to an explicit representation of the cause when, such as

in our case, the result is a large reduction in model degrees of freedom.

F. THE STEPWISE REGRESSION MODEL

Stepwise regression 1s @ method of building a multiple lincar regression model
using only the best independent carrier variables. In stepwise regression, we first
construct a first order lincar regression model using onlv that independent variable
which 1s most highly corrclated with the designated response variable. We check the
results of an overall I-test to determine if our regression is significant at some
pre-sclected level. If not, we discontinue our analvsis and sclect ¢ = Tas our best
predictor.  Otherwise, we retain that initial variable in our model and search for a
sccond significant carrier variable to enter the reyression. ‘The partial correlations of
cach of the remamning candidate carrier variables with the response variable are
examined and the variable with the highest partial correlation is added to the

regression,  The partial IF-statistics of cach carrier variable included in the model are

26
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Figure 2.1  The Scasonality of Retention N
{Bonus und Non-bonus MOS)
'-
'
cxamined and compared to a pre-sclected acceptance level. I they are both significant, g
they are retained and a third candidate carrier is proposed. Otherwise, we climinate the .
non-significant carrier(s) from the regression model and identify the next best
candidate. This process is continued until the sct of variables included in the model h
cannot be altered at the pre-sclected significance level. [Refl 4: pp. 306, 312). .
The correlation matrix of the response variable and cach of the candidate carrier N
)
variables for all dato in our data set (24 MOS x 20 obscrvations per MOS = <80 3
observations) is at Appendix B. Note that the variable SRB is more highly correlated
with the response variable REUP than any other. There do not appear to be any 2
dangerous corrclations among the candidate carriers at the aggregate level. Recall, we N
wish to guard against any singularity or near singularity of the X'X matrix.
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’:o : An example of an input data set for MOS 03B is at Appendix C. Note that
b |
( . . : .
Nd | variables SRBSQ and QTRSQ do not appear, as they are constructed in the modelling
N
Ot ‘ process. An example of the output from a SAS STEPWISE procedure is at Appendix
i ' D. Precise instructions for interpreting this output are contained in |Ref. 6] and
o iRef. 7: pp. 761-774]. The SAS commands which were used to gencrate this output arc
K\ included in Appendix G.
W
" l G. RESULTS OF THE STEPWISE ANALYSIS
d . . o .
M) We summarize the results of our stepwise analysis in three ways. First, we
bl examine the results of each regression to determine which carrier variables had
§. ; estimated regression coeflicients which were .reasonably and consistently siyned and
i significant at the .15 acceptance level most often. Then, as a measure of the total
( . . . . . S - . -~
! | variation in retention rate explained by our model, we examine the R* statistic for all
) MOS inctuded in our analvsis. Finallv as a measure of goodness of fit, we examine
[}
) Mallows Cp statistic for all MOS included in our analysis. After we have proposcd
. and applied an overall model, a more detailed analysis of model residuais is presented
- in Chapter 1V,
'f:f 1. Significant Carricrs
v, In Table 2, cach candidate carricr variable is listed. The pair SRB* / SRBSQ*
and the pair QTR* - QTRSQ* are also included and will be used to record thie event
1 that both carriers were considered significant for a particular MOS. TFor example, if
" SRB and SRBSQ are both included for some MOS, an observation will not be recorded
¢ . . . . . . . .
py < for the carriers SRB and SRBSQ. Instcad an obscrvation will be recorded [or both
SRB* and SRBSQ*. Obscrvations for SRB and SRBSQ (or QTR and QTRSQ) arc
o recorded only when they are un-paired.  An observation for any candidate variable is
. ? . . . . . !
~ rccorded when the vartable has been included inctuded in the stepwise madel at the 13
-J B . ~
g_) level of significance. The manner of record chosen ( + /- ) indicates the sign of the
estimated coefTicient.
N
o We note in Table 2 that the SRB* 7 SRBSQ* pair is not olten significant while
z’ the QTR* / QTRSQ* pair i1s. llowever, we also note that the variables SRB or
; SRBSQ, or their pair, are considered sigmificant in 17 of the 24 individual models
- examined.  Other varables which appear to be excellent carrier candidates are RACL,
o DEP and REAL.
-.,,.:
!
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TABLE 2
SIGNIFICANCE OF CARR!FRS(SF[P“”“ PROCEDCURE)
(0.15 SIGNIFICANCE LEVEL)

CARRIER RESULTS

SRB + 4+ + F + o+ + o+ o+ o+ o+

SRBSQ + + o+ o+ o+

SRB* + '

SRBSQ* -

QTR -

QTRSQ - - - ;

QTR* O+ + o+ =+ o+ o+ o+ ;
| QTRSQE - - - - e - - - - i

RACE + + + + + + + + :
i DEP ¥ o= -+ + + o+ o+ o+ o+ o+ o+ |

EDUCATE - - + - + - + -

AFQT + o+ + - -

ES5TEST2 + + + + - -

EG6TEST2 + + + -

UNEMPLY + + + +

REAL + 4+ -+ o+ o+ o+ o+ o+ o+

2. The R~ Statistic

A commonly accepted statistic for mcasuring the value of a regression
cquation is the R2 statistic. The R? statistic actuallv measures the proportion of total
variation about the mean, <?, which 1s accounted for by the regression. We are
cautious in using this statistic, because 1t can be made arbitrarily high by adding
different, albeit meaningless carriers [Ref. b p. 33).

With this caution tn mind, the results of om'R2 analvsis are summarized in
I'igure 3.2, The horizontal axis 1s grouped into R* bins of width 0.1, while the vertical

axis represents the number of occurances.
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30 The Mallows (‘/" Statistic

Another popular statistic for mcasuring the goodness of fit for a proposcd
model is the (.‘.p statistic developed by C. L. Mallows |[Rel. 4 pp. 299, 303). The
expected value of the statistic 1s approximately the number of independent carriers
mcluded in the regression model plus the intercept term (p). Extraordinarily high
values of the Cp statistic indicate that our model suffers considerably from lack of hit
that is, our residuals arc composed of both random and systematic components. In
our analvsis of the given data, we find that three of the proposed regression models
obtained wvia the stepwise procedure suffer from lack of fit. They are the models
associated with the MOS histed in Table 3. We will pay particular attention to these

MOS in attempting to [it an overall model.

. THIE PROPOSED OVERALL MODEL
The proposed overall model, based on the requircments of the study and the
previous analvsis, is as foilows:

Y = By + BNy + BaXy + ByNy? (3.0)

* PaNy # PsXy + PeXs + ¢

where:
Y = rctention rate (as previously defined)
Xy = SRB
X> = QIR
X3 = RACE
Xy = DEP
X5 = REAL
£ = error component with assumed distribution N( 0, c? )

and § is a vector of the parameters to be cstimated.
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TABLE 3

CK_OF FITMODELS,
(FROM SRR BRG OCEDURE)

e MOS Cp Statistic p
~'~‘

oS 12B 47.25 3
R _
S : 31M 36.76

; 51B 35.21 3
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IV. THE ZONE A RETENTION MODEL

[n this Chapter, ordinary least squarcs multiple lincar regression analysis is used
to fit the overall model proposed in Chapter I1I to the data available for the high
density MOS. The results of this analysis are discussed in terms of carrier significance
and the R? statistic. An examination of the residuals is performed to mvestgate
suspected model inadequacies. The model is then it to data available for the moderate
density MOS. The results of this analysis are briellv summarized and potential data
transformations arce discussed. A demonstration of the uscs of this model i both a
preaictive and comparative mode is presented.  Finally, alternatives for modelling low

density MOS arc suggested.

Ao THE OVERALL MODEL FITTLED TO HIGIH DENSITY MOS

The overall model, as proposed in the previous Chapter, 1s as follows:

. , v < , 2
Y = ]50 + Dl‘\l + ];2)\2 + [}3\2' (4.1)
BN+ BNy PNs e
where:

Y = retention rate (as previously defined)
Xl = SRB
X: = OTR
‘\'3 = RACE
.\'_1 = DEP
T\'5 = RLEAL
¢ = crror component with assumed distribution N( 0, 0': )

dnd s a vector of the paruneters to be estimated.

In apphving ordmary least squares hacar regression analysis 1o our data, we
recaovnize that we huve 20 unadjusted degrees of freedem (4 avatlable for cach MOS
fvi cur Zooquarterly o observations on the response and carrier vanables). Our
proposediodel reguires Ud for the tereept estimate, by, and 6 df for the proposed

carter varrades, deasang T3 A for errore Winde no hard and ast rules exist for the
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opumal distribution of available df in the development of a linear model, a good rule is
to keep the model degrees of freedom (in our case, 7) small rclative to the total
avatlable degrees of frecdom. This is a partcularly good rule when the model degrees
of treedom are limited, as thev are in our analvsis,

The proposed overall model was fitted to the data available for the 24 high
density MO5S. The SAS commands which were used to generate our output arc
included at Appendix G. A copy of our output for example MOS 63B is at Appendix
E.

We can casily summarize our results of this analvsis in a manner similar to that
used for our stepwise analysis in the previous Chapter. First, we examine the estimated
cocflicients of each carrier for cach MOS™ to deterninine which were most often
consistent and most often significant. We note that our results for the included curricrs
may well differ from the results we obtained for those same carriers in our stepwise
procedure. Despite our efforts to select candidute carriers which were unrelated, it s
very possible that for a particular MOS, a carrier which was included (AFQT, for
example) in the stepwise model served as a proxy [Refl 30 p. 317] for some carrier which
was not included (say, DEP). Since DEP 1s included in the overail model, and AT'Q'l
1s not, it would not be surprising if DEP were to suddenly become significant at the (15
level in our current analvsis, even though it was rejected at that same level in our
stepwise analysis.  This phenomenon 1s a consequence of our resolve to develop an
o+ erall model.

After our estimated coceflicient analysis, we will prcscnteu1l{2 Statistic summary,
sular to thut presented in Chapter 1.

l. Sizuifican: Carricrs

In Table 4. a summary of the results in terms of signiflicant carriers using
orainary least squares multiple regression analysis 1s presented. The same deflinitions
for QITR* and QTRSQ* upply as in Chapter I, that is, they represent paired
observations on the variables QTR and Q1TRSQ. We notice that our results [rom this
analysis are very similar to those summarized at Table 2 for the stepwise analyvsis o
all variables except REATLL Previously, REAL was significant at the .15 aceeptance
level a total of 10 times. In our current analvsis, 1t is signilicant 18 times, or as mans
tunes as the vanable SRB 18 signilicant

At the mdividual MOS level, we can compare our output for NOS 638 via the

stepwise procedure (Appendix Y5 o the output gencrated when the overall model was




TABLL 4

| SIGNIFICANCL OF CARRIERS (REGRISSION PROCEDURE)
i (0.15 SIGNIFICANCE LEVEL) |
| CARRIER RESULTS |
| |
:SRB b h E s h h R o+ s j‘
QTR - |
QTRSQ - - - - - ;
QTR* + 0+ o+ 4+ o+ o+ o+ o+ o+ o+ o+ !
QIRSQF - - - - - - oo oo - ;
RACE P e e
DEP S
REAL Fr F o F s e E e b+ e e+ e

fitted (Appendix ). We note that the carriers which were considered significant via
the stepwise analvsis, and which were also included in the overall model, remuain
stgniiicant. Carrier variables DEP and REAL, which were not considered signilicant
via the stepwise procedure, are also not significant at the .15 level in our current
analysis, although their estimated regression cocllicients are signed as expected. The
general effect of using an overall model, vice an MOS specitic model, in this case is not

<

reat. The R7 statistic has been reduced from .93 to 87, and the overall sigmficance

{31

Jevel of the regression has been slightly mcreased, owing to a slighty larger crror mcan
square value.

Note that a critical point made carlier in this thesis is supported by our
current analvsis. The estimate of an individual regression coeflicient is dependent,
varving degrees, on it’s costock. The estimate by, with costock including ESTEST2
and UNDEMPLY (via the stepwise procedure) is valued at 22550 With LSTEST2 and
UNEMPLY removed, and with DEP and REAL mcladed, the estimate by s increased
to L2040 Winle this diflerence may secem shght (and /s with respect to the standard
crror of the ertimite), 1t could be a very significant difTerence i this cocllicient s used

as a point estiniate of the eflectiveness factor gas discussed carlier),

EN



OBSERVATIONS

11

10

+

—— p————— 4

— " o — - - = ——— Y 5 G = — - = —— " - - o - ——— - = —————

R I
KKK kwok ok
KKK KKKk
KKK KKKK
KAKK KK
KAKE koo
YR KK Fokom ke
KKK KKK !
Kok K kK AR KK

HHKK KKK KKK K .
KRk K  KKKK KKK !
KARK  KRKNK KKK

KAkk  kkkk KKK

FAKK  KKAK KK KK

KAhk  RKEK KKK

KAKK kKKK KK kK

HhKK KKK KKK

KAKK KKK kKKK

KRKK  KKAK  KkEK

Fokded KKK KKK

KhoAk  KRKK PR kK

FoAkdAk ok kk KRk X

KAKR KKK AK KRR

KKkk  KAKK KKKk

KAKFX AR RAKK KRkK
hokoded KKk dokk dekokok
KRk kKK KEkK KRRk
FAKK  REKK KK KA kAKX

0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
RS VALUE
(MIDPOINT OF BINS)

I'igure 4.1 Distribution of R2 Values
(Regression Procedure - Fhgh Density MOS)

36




2 The R7 Statistic

In Figure 4.1, we note that our lowest observed R? value is in the .03 bin,
whereas in our stepwise summuary at rgure 3.2, it was in the .45 bin (an improvement
in the distribution of the R= valuesi. We note also that the number of observations in
thie 93 bin has been reduced from 4 i Ligure 3.2 to 1 in Tigure 40 We have
examined a case in the previous section wheremn the R value moved from the .95 bin
“to the .83 bin (MOS 628). MOS 1R 15 an example of an MOS which moved {rom the

A3 bin to the .63 bin o our analvas,

The actual difference in 1{2 values for MOS T6R 35 .00 - 48 = 12, In the

stepwise procedure, onlv DEP and QTRSO were inciuded as significant carriers (at the
A5 level of acceptancey. When the overall model was futted to the data available for
MOS ToR, the other 4 currier variables were not signilficant at the (15 acceptance level,
but all were signed as wo expect, and some variables, such as SRB, were significant at

. - . ' A . . . ~ . - .
oniv shightly hugher leveis. I ali white the R= statistic was icreased for this MOS.

[}

and the sum of squdres due 1o regrossion was incrcased, the overall significance of th

regression was slightly reduced by the wiclusion of the non-significant carricr terms.

B, EXAMINATION OF RESIDUALS

Our residual anelvsis associated with fitting the proposed overall model to the
data availuble for the 24 high density MOS is summarized in the 4 graphics below.
The restduals of the 23 MOS were exanuned independently during the analysis phase of
this study, but are here presented 1 an aggrezate manner with enhanced cflect.

In conducting a residual analveis, we are examining the validity of the model
assumptions concerning the observed errory; that is, that they are independent, have a
0 mean, have a constant vartance, and foliow a normal distribution. At the conclusion

of our analysis, we should observe that cither our model assumptions appear to be

violated or they do not appear so. [Refl 4: pp. 141-142].
1. The Irequeney Plot

In Figure 4.2, we present a horizontal bar chart of the residuals, from

-3to + 3 in bins of width .0l. The distribution of these residuals should appear
ssmmetric (speciticaliv, bedl shaped), and centered on 0. No contradiction to our

normality assumption s evident here.
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2. The Plot against Fired Values

[n Figure 4.3, we present a plot of the residuals verses the fitted values
associated with them. We hope to find no regular pattern in the residuals; that s, f
our mode! assumptions are correet, the distribution of the residuals 1s independent of
the fitted valuces. No centradiction to this assumption 1s evident.

3. The Plot against Tone Sequence

As in the plot against the fitted values, we should observe no patterns of
significance in the plot of residuals verses sequence of observation. In Figure 4.4, while
we note a tendeney for positive valued residuals assoctated with observations 6 and ‘.
they are not abnormally fow or high and no regular patterns are discernuble,

4. The Serial Correlation Plots -

In Figures 4.3 and 4.6, we test for Lag-l and Lag-4 «erial correlation
respectively. H our obscrved errors are pairwise uncorrelated, then a cload contered on
cocrdinate (0, 0) should be the only discernable pattern. The Lag-d plst s sugoested

by our suspicion that some scasonality eflects remain, even alfter the addition of the

QTR and QIRSQ vanables to our vverall model. [t is seen that our suspicinns aic
unfounded.

With these results in hand, we are prepared to accept our maodaliny
assumptions as reasonable. The SAS communds which were used to produce all the

previous residual graphies are included at Appendix G.

C. THE OVERALL MODEU FITTED TO MODERATE DENSETY MOS

We now huave an opportunity to verily our proposed overall model with o tresh
data set. From among the remaining MOS, we sciccted 30 moderate densits MOS o
which we have record of an active SRB history during the {iscal veurs TONT-TISS0 Do
for these MOS were gatherad n the same manner as for the 24 hich clensars MOS
Ihe rroposed hincar model was fitted to these data and the resuits frem the ~o
independent fittings are summarized, m the ageregate, as [ollows:

1. Siguificant Carrieys

The primary carvier variable of interest. SRBL continues to wenve

excellent predictor veralhies Inoour current anulyvsis, 1t s sigmbions ot e

aeceptancs level i 27 o the S0 moderate density modelss The poor QPR 0 s

wore ano indtuded as o spanlicont e 27 of S0 casess The carriare RONCT D R A

DI were net constdered o ooy siooaticant as olten ola, 1 cnid T e
- N
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: Iigurc 4.7 Distribution of R= Vulucs .
R (Regression Procedure - Moderate Density MOS)
l’u_ n
, 2. The R- Stuiistic
y 4 e . . . N . N - .
e At Tgure 4.7, the distribution ol R2 values, obtained f{rom fitting the
3 L]
" : . - .
R proposed overall model to the data available for the 50 moderate density MOS, 1<
Ay plotted, as previously, with a bar chart. Two poiats are worth noting with respect to
.. - - . . b Lo
Pigure 4.7, Tirst, as mcasured i terms of the R< statistic, our proposcd overall model
™
{ 1. . . . . . . . . .
.-14 continucs to serve us well in explaining the variation my retention rate through time at
‘SON . o . . 3 L
-r:'- the MOS level, Sceond, the distribution of observations on the R= statistic for
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moderate density MOS scemis to be more highly spread than the R* distribution for wd
high density MOS. This phenomenon is not unexpected when the smaller sample sizes -
associated with the moderate density MOS are considered.  1f our proposed overall -
model 1s correct, the decreased level of precision with which we can measure outcomes -
e ~ o '_u
on the response variable, Y, will cause a general increase in the vanability of the R=
. L. I
statistic, and a gencral decrease in it's mean value. 0
» '-k
Our error term ¢ in the overall model actually accounts for the simultancous >
cffect of errors {rom several sources. The first, and most obvious source, i1s our
inability to know or measure all factors which are critical to the reenlistment decision -
for all soldiers. A second significant source is our inabilitv to mecasure the truc i
response variable, Y. Recall, we estimate the zone A retention rate of a particular
MOS for a particular quarter with:
-4
Y = number of scldiers reenlhisting lor their own MOS  number ol soldiers chgibic
e
to Jo so.
We have shown that the vanance of the estimate generally increases with decrensing .
sample size. However for a particular MOS, il the genceral size of the sample cun be e
N
cansidered stable in our period of study, then this measurement error is simply o
: . . : . . 1.3
. absorbed in the error term ¢, without cffect on the modelling assumptions. To the -
R e N2 . . L
extent that the R= statistic can be thought of as the ratio of the variation in the datu
arcund Y explained by the regression, to total variation in the data around Y (which N
. . . ~ . 3 .-
inciudes the variation accounted for by the error term), the decrease in the mean R- N
outcome, and increasc in variability, are expected for the lower density MOS. {Refl 8 Z
np. 93-94d). .
3. Residual Analysis e
, _ . N
An extensive analysis of aggregate residual plots is not presented here because {'-:
the results are very similar to the results we obtained when the overall model was fitted 2
to the data for high density MOS. One plot which 1s worthy of note however, is the o
. ~ . -~ . . -~ '.ﬂ-
plot of residuals vs. sequence of observation at Figure 4.8, In our carlier analvsis ol i
residuals for hich density MOS, we noted that residuals for quarters 6 and 9 appeared _‘
~ -
to be shewed positive. We note that for residuads associated with fitting the overall 2
model te data for the 50 moderate density MOS, this perceived skewing s not By
f-
apparent. Huos observaton lessens our concern that our error term contains svstematic -
. s
. and hiasimg components, o
K
oy
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Y
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Figure 4.8 Residuals vs. Time Sequence
{Modcrate Density MOS)
D, DATA TRANSTORMATIONS
[t is standard practice in regression analyvsis to consider variance stabilizing
transformations, such as the arcsin transformation, when the response variable is a

parameter estimated by proportional data [Rell 40 pp. 236-240]. Such a transformation
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18 constdered because proportional type data tvpicaily do not have a uniform variance; }§
the estmated \‘;1ri;mcc of the data is dependent on the rate itsell.  However, these
transformations are not used when the value of the estimated rates are in the range -
A . vt
( 0.3-0.7 ) In this range, the most common variance stabilizing transformations arc '
hY,
) \ . . . . o
nearly hnear, and the dependence of the sample variance on the estimated rute is &
'
. . - . - . *
mmimal. In the graph at Figure 4.3, we see no evidence which warrants a variance X
stabilizing trunstormation of our data. The overall model without transformation is
. . . X 'v
behieved best suited to the needs of our intended user. :
Py
E. A DEMONSTRATION OFF MODEL USE >
-t
We have shown in Chapter HI that, given our model is correct, a prediction ol Y »
at N, is given byt o
X
A N ~
_ cer H ~ )
Yy = BN (.2 R
(. Ll
with varance given by: ™
-3
e C vyl v <2 ) "
VIYy = N (XIX)H Xy 0~ (4.3) -
0 U 0 5
+
- . . o) e
Using the error mean square term as our best estimate of 6=, we can construct a 90”% .
-
confidence interval for the true mean value of Y at Xy as {ollows: A
T () LTTIs )Xo ( XX )L X )12 4.4 R
O(x,-) .A(s)(;()(-’&) 1())' () ]
X
Y
where s represents the square root of error mean square. N
To demonstrate the use of this model, we have arbitrarily sclected MOS 1111 for <
: oL . . I - N
the purposc of conducting sensitivity analysis. The value of the R= statistic when the ‘
overall model was fitted is .7283, and the variables QTRSQ. SRB, and REAL are
significant at the .13 level of acceptance.  Analysis of the residuals reveals no :-{'R
significant departure from normality. {
To periorm our analvsis, we again resort to the SAS statistical software package. »
\ g ! g .
The ( X'X )'] matrix, the estimated regression cocellicients and the crror mean square,
calculated using PROC REG, were printed to an output file. The computational N
. . . . . . o
formulus shown in cquuations 4.2, 4.3, and 4.4 were added to this file, and it was N
<
47 A
o
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. ROy g - g " " Aan v q © st e m e ath alelens Al o

OO

h YA
_:_\ ; prepared as an input file to the SAS PROC NMATRIX routine. Cepies of the input
W
LN files and output files involved in this procedure are at Appendix |
s i - . . - ~ -

‘-,,iﬁ | The 7 dimensional vector of values on the independent variables at which we

| wish to predict an outcome for the dependent variable Y is represented by X Lct us

L. \ - ~
::..-:'. ; hypothesize an X, value of (1. 2. 4, 0, 0.4, 0.25, 3.0), where the [irst position of the

~. - . ~ . . . . . .
?_-":_'- “ vector is reserved for the unity multuplier of the intercept term and the remuning
A . . - Ty .
s values represent outcomes on the independent variables QTR, QTRSQ, SRB, RACL,
N

3 DLP, and REAL respectively. The 906 conlidence interval on the true mean value of
P ™ot - - y - . S ~ N .
NN Y at N are shown on the first iine at Table 4. The 90%% confidence intervals on the
's‘:*.' ‘ . - . . . .
SOANEE truc mean value of Y at Xy when the hypothesized value of SRB is changed to levels 1
N 2, and 3 are shown on lines 2, 3, and 4 of Table 4 respectively.
G52 [ !
L !
N ‘ . .-
SO | TABLE 5
N ‘ .
N ‘ SENSTHIVITY ANALYSIS FOR MOS 11H

i
,-_“-. N . :
ey ' SRB Level .90 LB Yo .90 UB s.e.(Predict) !
- :.__ . I
|
g 0 . 301 . 426 . 551 . 0707 |
o | :
i 1 . 376 .475 .574 . 0561 1

54 i |

1= ' 2 . 433 .524 . 615 .0511
! .

W ; - |
o f 3 . 469 .573 . 677 . 0585 |
ek i
“' ' I
o ' '

L .
a
§ ™
w®,
o . , .
o In the results summarized at Table 4, we observe two phenomena. Irst, and as
’ ‘ al ~ - . N . . . .
‘ -.j expected, the value of QO increascs at a stead, rate of 049 with cach unit mcrease in
’ SRB level (039 is the value of bl). Second, and more importantly however, note the
. . . _ . .
IR hehavior of the standard error of the prediction ( s.c. (Predict) - the square root ol our
o A A
AR AT . . . R .
- ViY () term). It decreases through SRB level 2 and increases therealter. This behavior
.,-"J. . ~ . N
0N 18 the result cf our moving closer to the center of the samiple data space. s we move
further from the center of the sample data spuce, reliance on a point estimate for the
Er.~ . L. . .
:-_:.‘-j response variable is increasingly dangerous. I we attempt to extrapolate beyvond our
-
Y sample data space, we can have very hittle confidence in the validity of cur point
Sy . . ,
K prediction [Ref. 40 p. S|
a8
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We note also that the widths of the Y07 confidence intervals defined above can
be approximately represented us Q'O ( +-) 10°. When MOS for which the overall
model provided a better fit were considered (such as MOS 63B), these confidence
intervals were more nearly approximated by ?‘() { +.-) 3%

[t is not a simple matter to measure 6 dimensional data spaces. ['or our uses
however, it is a simple enough matter to ensure that any sensitivity analvsis conducted
with respect to any particular independent variable, or combination of independent
variables, remains in the range of values defined by the sample data space for thosce
variables. In general, when the the independent variables are unrelated, the bulk of the
potential problems associated with prediction are avoided if the sensitivity analysis is
conducted within the individual value ranges of the independent variubles.

We must be particularly careful when the estumated cocellicient of any carricer
variable, such as SRB. is interpreted as the effect of varving the level of the ussociuted
variable while the other values are unchanged. Even when thut variable is unrclated to
1i's costock, the range of values for which such an mterpretation s valid, as described
by the sample data space, should be respected. This is best shown by example.

At Appendix E, we have examined the model parameter estimates for MOS 63B.
We note that the cocflicient {or carrier variable SRB 1s estimated as 3040 This
estimate is based on a sample data range of (0, 1) for the varable SRB. Clearly, 1t 1s
not reasonable to use this estimate as an eflectivencess coelticient at SRB levels 2, 3 or
higher (implving a 6025, 90%,, or higher increase in retention rate ever the SRB fevel 0
ratej. Alternatives for prediction and comparison when we wish to extrapolate bevond

our data space are desceribed in the next section,

.o ALTERNATE MODELLING STRATLGIES

In Jdeveloping the overall model, we considered a data base representing 24 high
density MOS, which were authorized as of 30 September 1985, and for which an active
SRB historv existed during our period of analvsis. We then [it the proposed overall
model to S0 moderate density MOS with active SRB histories to verily our modelling
assumptions.  Bused on our preceding analysis, we proposc that the overall model be
extended for general use in explaining the variation in zone A retention behavier for ali
MOS. We acknowledge however, that as the density associated with an MOS
decreases, so does our ability to maintain small conbidence intervals about our

parameter and  prediction estimates.  As stated carlier, this 15 a consequence  of

T, . T

PRIV LIPE IR R LI TR PN N L S A R U
S ‘4"",‘“‘, ‘ "ﬂw \4,'4: ™ ‘\4‘,":". T f_": Lt N '-”'-‘ 0 ’\‘ R A A
A Bha i N o Ui N A 3 SO0, \ sl

=




‘i'l.l

LA AR

-

4 Yy

P

(4

}l l'

f:}:'{

4§ 4y 2 ‘,‘:l'

» A

;s

7,7

including the additional imprecision associated with our measurement of Y in the crror
term £ 1L in our exanunation ol residuals however, we find no reason to discount our
niodeliing assumptions, and no intuttive reason exists to discount these assumpuons,
then there s no reason to believe a better model exists.

In the event that the model sutfers grossly (rom lack of (it, or other fuctors enist
which cast doubt on the applicability of the model to a particulur MOS, use of this
model in a predictive procedure for that MOS i1s not advised. This situation is most
likely to occur in fitting the model to data associated with very low density, highly

technical MOS. In such a case, it 15 advisable to construct and muntain an MOS

specific predictive model. Any inter-MOS comparison of the estimated coelflicients of

like carrier variables should not include these Liniq ue speclalties.
Suggestions  for using the developed overall model under  extraordimnary
circumnstances follow.
1. Sodeliing q new MOS
Typicallv, when a new MOS is introduced, personnel are reclassificd (rom
some other specualty, which is in turn reduced in size or eliminated. A pscudo-historic
cata basc for the new MOS can then be created by mcluding the records of the
mdividual reenlistment decisions and SRB histories applicable to soldiers i the losing
MOs.
2. Modelling a Low Density MOS
When the sample sizes involved in a very low density MOS are so small that
acceptablely reliable estimates of the regression pureun?tcrs cannot be attained, but the
modcl is believed adequate, then 1t 1s recommended that the estimated coctlicients ol a
like MOS, for which an adequate sample size is availuble, be used in retention rate
prediction. This alternative s suggested i preference to grouping these Jow density
MOS for wtwo reasons. [irst, an explicit dedsion 1s made by the SRB program
manuger, as to which MOS can best represent the MOS ol concern in retention rate
projection.  With the group method, we average the eflects ol several MOS. It s
intuitive that our results with a single most similar MOS should be betrer. Sceond, we
need not develop imaginative ways to group MOS umqgue factors, such as SRB level,
across many MOS.
3. Lxtrapolating Beyond the Sample Data Spuace.
If the extrapolation 1s not too distant {rom the sample data space and docs

not involve extrapolating the SRB level, then it s recommiended that we uwe the

S0




developed model without modification, making Jear our concern over the increasing
Jdanger of using a point prediction. If the extrapolation does involve the SRB variable,
or the extrapolation is far beyvond the data space described by our availuble data i any

dimension, then selection of a like MOS, with a Jata space accommodating our needs,

15 recommended for use 1t analvsis,
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':EEE: In this thests, the problem of developing a predictive model which explains the
N?.::i vartatien in zene 2\ enhsted retention rates at the MOS fevel 1s formulated and «olved
-1‘*"": using stepwise and ordinary least squares linear regression analvsis.  Inasmuch as the
sk principle use of this model will be in the management of the SRB program, SRB level
v'::.'_'.:‘ was initially included as a candidate carier variable. Two other categorices of candidate
..":'.E: carrier variables were also included. The endogenous variables represent a demographic
L prefife of an eligible reeniistment popuiution.h The exogenous varables represent the
e alternate career epportunites as perceived by the reeulistment decision-maker. This
':L apprroach represents o significant improvement over carlier efiorts to solve this
.:.y!: problem. n that a capability to inddude a Jdemographic prolile of the ¢ligibic
’ ropulations was not previously avatlziic to the analvst.

To allow for the inter-MOS comparisen of the estimated regression cocflicienss

assoctated with the SRB variable, an overall projection model, applicable to all MOS,

[~ wus developed, We selected 24 high density MOS, which had active SRB historics in
our sample period, to include in our inital analvsis. Stepwise multiple lincar regression

anudvais was used to find a best overall explanatory model, which could be used to

project retention at the MOS level. The proposed overall moedel follows:

i . . ) .
]
s e
WL y o~ v -
- - W\ o - + N - +
P 1)4‘\: * I)J‘\-l B()'\J L
".h~'...:
o4
o where:
- Y = retention rate
a7 - . ~
'O Ny = SRBlevel
-‘-... B .
AN N5 = fiscal quarter
}'\{-_‘ Ny = rate representing the race profile of an chigible population
' o . B . o .
Ny = raterepresenting the dependent profile ol an cligible population
K- N = rate representing the real change i a soldier's pav through time
s ‘ : o y N
S ¢ = crior component with axsumed distribution N0, 6+ )
:J'::.r
o and fiis a veeter of the parameters to be estimated.
" v
)

e
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We note that the Ny variable Is included to account for the effects of the
observed seasonal behavier in the retention rate. We note also that no variable 1s
included 1 the proposed overall model which accounts for the eflects of promotion
program management,

Personnel inventory managers at MILPERTCEN view the Army promotion
program as a force alignment tool in the same way that accession and reclassification
programs are viewed. Promotion opportunity to grades S and E6 are managed at the
MOS [level with the intention of providing incentives (or disincentives) for zone A
soldiers to reenlist for their entry MOS. In not including an independent variuhic in
our proposed overall model to account for this mechanism, we make no cenclusions as
to it's clleetiveness, but we do conclude that the statistic provided us to measure 1t's
ellect is madequate for that purpose. The measure preferred by the MILPERCEN
program managers, promoetion cut-ofl score, was unusatlable during the pertod of our
anadvsis. We recommiend that an analvsis snvtlar to thie one deseribed i this report,
including the promotion cut-off scores, be performed when a suflicient base of histeric
records are available.

We sclected 30 moderate density MOS, which had active SRB hustories i our
sample period, to include in our validation anaivsis. Our results {rom this analvsis were
very fuvorabic. We rccommend tite proposed mode! for use in predicting retention for
all MOS with the following caveats:

I Care must be taken in extrapoluting bevond the region defined by our sample

space.
ehiunce on point estimates for retention become increasingly dangerous as tie
denstry ol the MOS decreases.

tJ
—

fad

When the estimated reeression coeflicient of the SRB variable s interpreted as

¢ eoflect o varving the SRB level while the level of all other factors remains

e o
tnchanged, the fange of values for wineh that imterpretation is valid must he
respectad.

t

When the regression coceflicients cannot be rcliably estimated from the available
data, we recommend the use of the estimated regression cocflicients of a like and meore
rcliabiv modelled MOS. We prefer this alternauve to the method of creating MOS
groups, as has been done in past studices, for two reasons. First, a decision is explicitly
made by the SRB program manager, as to which particular MOS model can best
represent the MOS of concern. Sccond, the probiems assoctated with grouping MOS

unique data, such as SRB level, are avoided.
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The actual estimared regression coeflicients developed for each MOS in our

analysis have not been included in this report. Instead, this analvsis has been
conducted using only those programming languages and analvtic software available 1o
the DCSPLANS, MILPLERCEN, Force Pluns Branch. All program code required to
implement the analvtic processes described in this report are included as appendices
and referenced as appropriate.

It 1s rccommended that the regression coeflicients be estimated on a periodic
basis using the programs and procedures described in Chapter IV of this report. I 1t
becomes apparent that the overall model is no longer adequate, either through
cxamination of the residuals or because some measurcable factor not included in the
overall model has become critical to the reenlistment decision ( as could oceur with a
change to the EPMS ), then we recomuend that a zone A retention model be newly

developed following the procedures set forth in Chapter II of this study.

54




-
-

W

alf-
Fal aF W 2o &

o,

....‘

APPENDIX A
FORTRAN PROGRAM TO PRODUCE DEMOGRAPHIC RATES

C************* VARIABLE DECLARATIONS ¢ A K K e v e K K K kT T e Kk e ke ke Kk ke sk ke ke ok ke vk ke o ke ke vk ok ok

INTEGER REUP,LEVEL TERM, BASDY BAS“M DEP, AF T ,TOTREC,TOTHOS QTR
1A,B.C,TIS,Z2,0,P RECTCT(5,250 20) RACEY(S ¢0) DEPYE%.ZBO,ZO},
1§EXY$3 250 203 CIVEDYga,éso,én) le gsu 0),REUPY (5,250,207,

c 1TERMY (5,250,203 ,0TRER(5.20) ,REUPG(5,20) ,ECATEY | EDATEM
¢

REAL REUPR(5,259,20),RACER(5,250,20),DEPR(5,250,20

c ISEXR(S,ZSOGZO),CiVE%R(5,258,20),AFQ%Q(S,ZgO,ZO) TE% 1R(5, 250 20)
C
ﬁ CHARACTER*1 FMOS*3,RACE,MARST,SEX,CIVED, TGTMOS(250)*3
\C.
TOTREC =
E************x** READ MOS TARGETS K F K e v kAR K A K Tk ek ke ke v R vk K R R R M ok R v ok R K R e vk K e
C
D0 5.1 = 1,250 \
READES,iOl,END=9) TGTMOS(I)
5  CONTINY
c 101 FORMAT(A3)
C
9 TOTMOS = I-1
E**********‘k***** INITIALIZATION e FK FE K A KR KK K KR K e T e Yo R K K ke RO Sk e ok vk ke ke e e vk e o R ke ke ok
C
D0 10 A=1,5
00 11 B=1,250
00 12 ¢=1,20
RECTOT(A,B c%=0
DEPY A,B,C;=
SEXY(A B,C)=0
CIVE Y&A.B\C)=O
AFBTY ,B,)=0
REUPY(A B.C)=0
TERMY(A.B.C)=0
QTHER A,C;=
c REUPO(A,C)=0
C
RACER(A,B,C)=0.0
DEPR £,9,6320.o
SEXR(AIE.C)=0.0
CIVE R£A B:C)=0.0
AFQTR(A,B,C)=0.0
REUPREA,B,C§=0.0
TERMR(A,B,€)=0.0
12 CONTINUE
11 CONTINUE
10 COMTINUE

g* e e o Je Kk e READ EACH RECORD (APPROX 481K) ek e e v A e ke e e ke e R e ke e ok e e ok v ok ok e ke R e e K e ok ke

15 READ 11 102,EXNN=19) PMOS REUP LEVEL TERM,EASDY,BASDM,EDATEY,
1EDATEM RACE IMARST . 0EP, SEX CIVED  AFGT
102 FOR1\T(A3 311,412 2R)) Il,éhl,IZ}
55
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SIREAL
PSS

=
%

1

-
'y
SAa

RARRARS
SR AR A
- *‘ﬂ.
[ D 3

»
e

" Y
-

e Gt T L G e e N TR T T A T \.‘”x‘"-» AN
, Lo Pom oSl

C
¢
X TOTREC = TOTREC + 1
E***************** ESTABLISH TIS W ¥ e K KK T e kTR A K K v v e A ok TR v Y e R R T e R ok e R R R R R A K N ke ke
¢
¢
c TIS = (EDATEY*12 + EDATEM) - (BASDY*12 + BASDM)
¢
IF(;I% LT.21) THEN
ELS% [F(TIS.LT.72) THEN
ELS; %F(TIS LT.120) THEN
ELsg_iF(Tls.LT.lss) THEN
ELSE_
ENDIF
g**********‘k***** r"S‘]’ABLISH QUARTER e K Y K HE K T Tk A R e R K e KA e Ve kR R R e e sk ke K vk A ok de
¢
. QTR = (((EDATEY*12 + EDATEM) - 970) / 3) + 1
¢
IF(QTR.LT.1 .COR. QTR.GT.20) GO TO 15
E******************* START COUNT I3 S 23 R SR EEEE LTS EERELIEEEESESEEIEESSETEEEEE]
G
v D0 20 J=1,TOTMOS
IF(PMOS. NE. TGTMOS(J)) THEN
ELS%O 70 20
" TRECTOT(Z J,QTR) = RECTOT(Z,J.QTR) + 1
RO Ly RS = BRI AT 5 2 TR 2y
ENDIF
¢
IF&RACE.NE 'C1Y THEN
RACEY(Z'J 9 a = ACEYXZ J,?TR; + 1
C OTHER C%Q%%F C.M{YELLOW) ,N,R(AMER IND), X, Z(UNK)
C ]
6E£9E§'§EQ%&)THEBEPY(Z J,QTR) + 1
c ENDI& Y
§£§§E§'50Q%5;) ng Y(Z,J3,QTR) + 1
. T EX
IF(CIVED.GT,'D') THEN
CIVtDY(Z,J,gTR) = CIVEDY(Z,J,BTR) + 1
C OTHER CODES:0,1.2.3,4,5,6,7,8,A,8.C.0,//E.. . W,Y(NO Z).
ENDIF
IF AF?T.LT.SO THEN
AFQTY(Z . J,0TR) = AFQTY E 9 %
C BRKPTS: Eﬁ %E—zo),$a( 1-49) 3A(50-64),2(65- 9L) 1(93-99)
§E6§$%§'§0Q1&>THEREUPY<z J,QTR) + 1
i eneIF oY e
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Bl Sk dod o it A il e han Aia Bty die dan AdacAhecadi ol .ol aaoaa
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u.-r-h

A vt 2] PHR T Y VT Y =T e e gt !{\t\!“ * M!.
p ey SR | | SRR | e T TR R T

K vk sk K % Ao e K Ak K ke kK e
Y
Al
Y

LA L
OOl
AL s
QOO

.
L
L
L
I
[
(REUPY(L,M,N)))

OXZZ IF T FAa.
W & & ar » e oD
hMM VILLL!LE

1,20)
1,20)
1,20)

TYLLE\Y\IV‘VI
Ul >—a.a

QU >+ DHCO

(D= O > WU
U AL X — O

81,300,80 To, 15

HER(Z,QTR) + 1

UPO(Z,QTR) + 1
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R
7

T
0
R
(DEPY(2,0,P),P=1,20)

(RACEY(2,0,P),P
(RACER(3,0,P),P

Y (SEXY(2,0,P),P

S

[ 70 Zean N 72 Vo N VI~
o O™M Cr
et e > —
= D —un
o ~ O - o -
T3 [aud ot BN ot o0

Lomn | -~

13) (DEPR(3,0,P),P=1,20)
13) (SEXR(3,0,P),P=1,20)

T™O
513
™Q
514
THOS
513

3,513) (REUPR(3,0,P),P=1,20)
0
0
0

(13,514) (REUPY(2,0,P),P=1,20)

iTOTMOS
iTOTMOS

—_ 1( —hs ot
:EE: [WEEN} [J§SS SERINRUIEN] RSB R N EEIEY] 11 AL ) wl
O—20+2 OO0 OF-20+—2D O—-2D0-2D

—ZZ LT T —ZZ — T
OOy N MO <t O DO — OO
OO =i ORI OZ— OR—OR— rOW.erUJ!

lp

OOO
O oA

[Tgla N la d{o i Yo Wn focifes
O A0 > O DALY
A OU UL L. D 0D
O OYNOLCE—— 22
o0 —t——y

G

T

R

R

I
GO TO 15
-'.'4"(4"". et u N e

O
w

C****************** OUTPUT Fe o K e e Kk R e Ak ke sk e ok v de e sk e ke e ke e R Y dke vk Dl e e e e ok Kk vk ok K ok o ke ok ok Kk kok
'."- ‘4,".,‘

C***********‘k* DIVIDE TO GET RATES ¢ e e ke kK % P K T e R Ak ek ke e e Kook ok
S
IE.
(

C

L DO QOO

L W




63 (CIVEDY(2,0,P),P=1,20)

N N

(CIVEDR(3,0,P),P=1,20)

CHOCHO
mmitmmtl

69 CONT

[plep]

(AFQTY(2,0,P),P=1,20)

TN, N

(AFQTR(3,0,P),P=1,20)

CHOCHO
mmiimmil

1

ot | 70
|
{ 71 CONT

. TERMY(2,0,P),P=1,2
of . (TERMY(2,0,P),P=1,20)

PN—d SN

(TERMR(3,0,P),P=1,20)

mm i il

cCHOCHO

73 CONT

S
l"‘l‘ 74 ) (RECTOT(Z,O,P),P—].,ZO)
S
)

N N

(RECTOT(3,0,P),P=1,20)

CHOC O

75 CON

) O= 5
{5 TE(13,514) (OTHER(O,P),P=1,20
_iaj 76 CON UE% ) (0.P) )

¢
C******‘k*‘k*******‘k** FORMATS % 2k e e e e e A e e e ok ok e vk e e e e ok s de ok ok e e o ok e ok ke ke Yok sk o ok ok ok ok ke ke ok
C

3 FORMATEZO€F5.3.1X))
1 FQRMAT(20(15,1%))
i
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APPENDIX B T

CORRELATION MATRIX ,:

REUP SRB RACE DEP SEX EDUCATE  AFQT )

REUP 1.00000 0.40106 0.34487 0.24321 0.23577 -0.16155 0.19732 ‘
SRB 0.40106 1.00000 -0.16719 0.07366 -0.19467 -0.00109 -0.11239 ‘:E:
RACE 0.34487 -0.16719 1.00000 -0.10544 0.52904 0.00509 O0.55851 ==
DEP 0.24321 0.07366 -0.10544 1.00000 -0.19403 0.01703 0.01983 RS
SEX 0.23577 -0.19467 0.52904 -0.19403 1.00000 0.25536 0.00702 i
EDUCATE  -0.16155 =0.00109 0.C0509 0.01708 0.25536 1.00000 -0.33314 SO
AFQT 0.19732 -0.11239 0.55851 0.01983 0.00782 -0.33314 1.00300 —
ESTEST2  0.01142 0.35953 -0.21260 -0.06718 -0.27534 -0.12471 -0. 15466 S
E6TEST2 -0.08781 0.30615 -0.29116 0.12697 -0.51307 -0. 11160 -0.1383 {;si\
QTR -0. 32714 -0.06137 -0.01095 -0. 29468 -0.02192 0.21847 0.00070 25
UNEMPLY ~ 0.17660 -0.21680 0.12927 -0.09619 0.07544 -0.61271 0.17733 i
REAL 0.25425 -0.10198 0.14387 -0.10925 0.05044 -0.24003 0.06349 ;“;:;
S

ESTEST2 E6TEST2 QTR UNEMPLY  REAL 021

REUP 0.01142 -0.08781 -0.32714 0.17660 0.25425
SRB 0.35958 0.30615 -0.06137 -0.21680 -0.10198 o
RACE  -0.21260 -0.29116 -0.01095 0.12927 0.14387 Nl
DEP -0.06718 0.12697 -0.29463 -0.09619 -0.10925 :“:,,
SEX -0.27534 -0.51307 -0.02192 0.07544 O0.05044 '
EDUCATE -0.12471 -0.11160 0.21847 -0.61271 -0. 24003
AFQT  -0.16466 -0.13838 0.00070 ©.17733 0.06349 tf-tfc‘
ESTEST2  1.00000 0.12996 -0.00004 -0.00011 -0.00010 ij
E6TEST2  0.12996 1.00000 C.00005 -0.00007 -0.00008 14
QTR -0.00004 0.00005 1.00000 -0.02815 0.06000 :\
UNEMPLY -0.00011 -0.00007 -0.02815 1.00000 0.62229 )
REAL  -0.00010 -0.00008 0.00000 0.62229 1.00000 l‘:ﬁ‘;
oy
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:.‘ APPENDIX D
o
: :I:,s SAMPLE OUTPUT FILE - SAS PROC STEPWISE
S8
i
vl MOS=638
;;;2 STEPWISE REGRESSION PROCEDURE FOR DEPENDENT VARIABLE REUP
g STEP 1 VARIABLE EDUCATE ENTERED R SQUARE = 0.40205418
v C(P) =  45.63109739
OF SUM OF SQUARES ~ MEAN SQUARE F PROB>F
o REGRESSION 1 0.09995765 0.09995765 12.10  0.0027
Ry EARCR 18 0. 14865570 0. 00825387
S TOTAL 19 0. 24861735
A
o B VALUE STD ERROR TYPE II SS F PROB>F
INTERCEPT  1.52788549
- EDUCATE -1.30562392  0.37644450 0.09995765 12.10  0.0027
b BOUNDS ON CONDITION NUMBER: 1, 2
)
) STEP 2 VARIABLE REAL ENTERED R SQUARE = 0.54491298
KA C(P) = 32.30644519
- DF SUM OF SQUARES  MEAN SQUARE F PROB>F
0 REGRESSION 2 0.13547482 0.06773741 10.18  0.0012
Jag ERROR 17 0.11314253 0. 00665544
Kia: TOTAL 19 0.24361735
NN B VALUE STD ERROR TYPE I1 SS F PROB>F
- INTERCEPT  1.54759367
b, EDUCATE -1. 36639281  0.33882394 0.10823804 16.26  0.0009
Y ReAL 0.01207975  0.00522910 0.03551718 5.34  0.0337
5?{ BOUNDS ON CONDITION NUMBER: 1.005287, 8.042296
N bttt ATl ettt ANt
-
= STEP 3 VARIABLE QTRSQ ENTERED R SQUARE = 0.64745038
= C(P) = 133777424
f;*: DF SUM OF SQUARES  MEAN SQUARE F PROB>F
o REGRESSION 3 0. 16096740 0. 05365580 9.79  0.0007
Kot ERROR 16 0. 08764995 0.00547812
o TOTAL 19 0.24861735
- B VALUE STD ERROR TYPE II SS F PROB-F
R INTERCEPT  1.27877948
= EDUCATE -0. 98469643 35468525 0.04222311 7.71  0.0135
A GIRS -0.00725385  0.00336262 0. 02549253 4.65 00465
N EAL 0.01165255 00474824 0.03299198 6.02  0.0260
" BOUNDS ON CONDITION NUMBER: 1. 338361, 22.06034
5225
b
L)
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JS >
.I:\ 62
4
$\ s "re 2" e i E I e T L T ) “» 3
s R R R o e e e e e




(S8
N
jaa]
o
[a <
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F

SUM OF SQUARES MEAN SQUARE

VARIABLE RACE ENTERED
OF

STEP 4

e
O
o
(&)
o

~o0uwy
—e)
<

r~00\W0
o<t 00
~r~<t
—ON
oo

TYPE II SS

STD £RROR

B VALUE

M=t <sye—t
Ghre O
[SNIQVIQNINe]
Lk [emlam Yoot |

oooo

F-O D
ZC— 1]
o2 LION?

nANR
PRCE-F

43.2307

1.395655,
SUM CF SQUARES MEAN SQUARE

OF

VARIABLE REAL REMCVED

E0UNDS ON CONDITION NUMBER:
STEP 5

oD
oY<-™mM
—iinrs
GO
—$+ 0O
[agliple ]
(Veleeiy
—1OO]
[enlanlen]

[sevicd

LI OO
o ligy--

PROZ>1
PROB>F

F

22.25706

T T RS = . w— = . S A e . A = A - — -

STEP 6

TYPE IT SS
1. 355083,
MEAN SQUARE

STD ERROR
SUM OF SQUARES

B VALUE

VARIABLE SRE ENTERED
Or

BOUNDS ON CONOITION NUMBER:

™oL
1N
[eel@e N
Nt
= O
[Valeplee)
OOt
—ON
[sslele]

<Y
—te—t

w
woar_J
[sdl=g
O —
ular o
oLt —

PROB>F

F

STD ERROR TYPE II SS§

B VALUE

=t O
Lo~
Y hTY
[en]enlenlen/

ocooo

Che— OO
[aNiaNiaNl0,]

W
—

wFOo

44.55447

1. 464518,

BOUNDS ON CONDITION NUMBER:
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VARIABLE QTR ENTERED
OF

ch 7

ORI
A g

o4 X}

— w < —NO™M 1 L. LL —t—— 1 o L Ot~ ! et
o ’ DI D ) A A o Yo fn fe 1 /. O A OO~ D ) 5
o o OO D 1 oY WO o8] OO | [er R e o CO—OD 1 o
o o OO~CO 1 O O [&] oOOHTO 1 o o o [Slalelele) ] Ny
. [ 1 c . n B | o . .. .. i ~
o a. OO " O (<% OO0 ] a o o8 ODoOD 1 ..W
] |
] 1 | y
| | _ S
]
o~ [T IO 1 [ Lo POV ' w o w [l N ¢oTe Vo] 1 ...-y
(¥e) OO } O O+ 1 (a2 N OYO ' a-
e 1 o . e e [ = o N R T T 1 -t
— —O Ny I = <t ~OJOWS 1 o~ 2] OOMCrr 1 A
od NOY Ay [ e tas) N [N [ NTeo) o [SNE SN 1 L
] o-r ] [eelee] ] [
] [l ) ~w t L=
[ SN 1 Oy 1
<! wm <1 0 ot b
Ol QW —i OO [cel] r
[oeles) (%] OO G| L. e %) g+ ™| P O B e ¥o0 ) w NTOONS <t | %
e w Cr—iP—Y Nt O L O wn wuinNst Wt OO o2 ~® w Orr<tedt  —t | L=
[a¥ Ve P~ -1 < wnrir~<t -4 < WD QOO i R,
o™ — b A i i ek SRS o " DO — OIS Y 1] D W=y — [Kelogloala el gNeo I Y
[esYen} — OFONO— G| <y Ot —t Ot~ O | o N — OO O | S
(SN <<ty cOb W VOO —Me WL Wy ) D OON—LO™M N X
< O w F~.OM 1 o Vg Tun} L ON<HD 1 o O w OO | ®
[es]en} a. OODOO 1 <l Z O 2% [elalele] 1 <<l =z oo a OO0 | 5
.. > . e . = <L . > B [ <C S > ... ] .
oo t— OOODOD 1 O~ I oo = OO0 1O~ W 0o = [@lelolele] 1 *
1 »na. = [ 75T V- ] ,
-~ — -1 ~—r -1 g
<t o ol 02O <t | “x
o1 ~ [N .
~1 ~1 [Tl 1, o
—<tn 2 VO 1 | [Z2 BN NTaglVo NN o < —MO~ O " OouWn NOYOY—M O | Id
ovtren O P~ COONM v w o O NSO ™M w wom O CYONOT <+ | -
—0N X LN MY ol [ A TN e 4 —OOWD o @ M~ o Yt N - o
— O OZ Y=g r—t Ch ! [en] < <FI~rd WOr~—2D Wi [} < M— 07 OO0 W | < N
—w ) ~OWr—— ™M) ) D I1~cow W OOy ™M1 Ll SV elVo IR VY oW~ M} <
OO OP~MWO— " > [@ TS TNTSH) WQLUNO O [ O O—0) — I 1
oot O WMEeID -~ t O VI st O Lo — 1w (%2 I NGNS S an OOV ] ;
IO - OoOMNODD = [V Ias TN = [oolagTenle] [ NON  — ONOOO 1 v &
I 7 B 1o L [ 72 L. 1 = [T P 7 T ] i
[w]enlap) OOODO “ ox: O OO [wlalelel “ [SE] QO OO0 [ev]enlan TanTew) “ .Arh”
o = a1 oy = o e
wh oD [T B e o (WY st
M1 < (%) M W»n %] o i)
L OO~ r—— X O L oo T W tw o oOoOt =0 e
D O DO D D OO0 D D SO0 DI -
— CcovoNsrm =1 O NI oo 22 W e T e e | 4 | x|
< OGO 1w L N oY 1w < O ' <3
>  OWOWOoYROM ) = OIS 2 > OFINOY =0 I
OOVGC~N O Wl oo Ot W) OGN O .,
OOy MO INISFeronn i L ooy 01 (OO = W <t @M —HOOMNW  — | e
—t NNOMNID — 1 M € —— OO 1 M () —— ONOIOND | =
...... 1 < P I = ¢ C e e e e =4
OONDOOOD Al e QONOO O OO—COO O P
] | 1 Z ¥ 1 = o ] T = "
O <L O = [eN] S
Wt > ot > [EN] >
= I = 1 = | o ]
(@] — o] (@] - el o — e % |
— a. [@N] — a [@N] — Q. O 2
%) w [37] 1 %) VY] 1 (%] L1 o |
) &} — R 1% '3 =) %) S) — % 2o
Licr .1 o < Y O tricr o o o o1 Loz (34 " O Ol .
O« W we o ZZr oA O« w w o 2 a e W wu v 2z .
D= —OIDr 2> O b— ooz T u) G oot -are D E
Ly O ZEeL k== O = tier PR A el I B uwieo Z IO O | -
ocLLlh-- —aNCu!OTr Ml W orub - —OECYTY L »n [agen N0 ad ! o
jo -
2
2
p
[y ..1
e
¥t
-
fos
5
rg . T 3 oy Ny Y TR ety PR RRS S al § PRORC LTS AR A P & 5 A N 2 > T2 R o
DAL pEIEEXS: YYNYNE  CRARD RAITUVEY. BRI Py P o 2 T et &



VARIABLE UNEMPLY ENTERED

STEP 10

PROB>F

F

SUM OF SQUARES MEAN SQUARE

OF

P .
[

[Neleplon}
—i

i

PROB>F

F

STD ERROR TYPE 1T SS

B VALUE

< =N

NI OO

OOOO0O0O

e O~ 00
ANONINICHYON
(oINS degicslon]
LOOOLN O T
OYCYONIOI T~ 1

OO~ CIVONRO™
ST DI
COLO < —iTH)I)
CO=FC I~ OO

952.6237

36.58979,

BOUNDS ON CONDITION NUMBER:

- . —— — - - — e - = = - o = iy~ - -

Y

R VARIABLES MET THE 0. 1500 SIGNIFICANCE LEVEL FOR ENTR

-
-

NC OTH

SUMMARY OF STEPWISE REGRESSICN PROCEDURE FOR DEPENDENT VARIABLE REUP

C(P)

STEP ENTER

T OISO~ O
OGO C Ot
[aglenlesloNIaN{oatpleploelo0]
OO <t 0O O NN
LONIF —INO IO
<IN

(micaligieslaglosTopleclo iy
[QUS aNerReliplig] N aNiNe]
O <tOHLNOH<t OO
(S gtsNeNoiRelpNesle¢]o) (o))

OOOOOOOOoCo

OO OUNO O
NN OYON LN ™)
O<t Ot COM i<t
< OOOO000

OCOoODOCOo00

Nt <tu o

REAL
EDUCATE

— AN HUNOON 0O
—

PROB>F

REMOVED

STEP EN

RN R

LSRR | RN

llllll

OO~ NO OO
NN OOMUWNO i<t <t
OO FTONONOOr—I<H
OCOO—1OO0—O—

OOCOOoOOoOO0O0

— DN —CION—O™
OCNOMOHO I
OO NN CI—
HONOUI NI O NIt

AL OIS OIS
— —

REAL
EDUCATE

[89] I>-
— —_J
<

Ol
DL
OLWi—<L
wxrooe

e
oci—
oy

AN <UNONN 00O
—

hnnuu-ﬁf

QAN

65

o
‘-"\n’:‘} -

S
! L A '

e

LA -4,..-
AN

'_.},\-

N

LA
‘'w,
. Y

U
I

RS~ & SO
P "{u"‘.,-. \‘\-"“-\

-
“nah

e e et
PR ST AT SIS e
» ” ¢ & P

A.' \' L IV 1.' .
", I':J':-‘ A -
A W, L2

SN
Sl
PR W )

&‘3"

T,

B

o
'Y

SR
YORGY

i




L ol olh %

A il A N A5 B i get da 00 A% s il A" e b d il Ak o 0 A

APPENDIX E

WD it <t <t

= N Orn Pt el te Tt Lo d Vel o SN ol av Tan o o2 S N To T o Tlo Loe o
— OTOOOHN IO WO -~ OO C NN O O N O J e I
u OTOOONN<T Oyv— AT O DD C DI (0D T 0N e 0N
= A o . o ) L OIS e 0N O ) e~ O ) et
a o ODTOO0O [ e
o o [as) =X ODOO0COOOOOCOOOOOOCOoOO0
o . o [@STa
a o o -
a
80Z OO OIS OO O NI 00 O OO 00t
D=L AN OO (00 IS O OO < I~LD
O T OO CIILNLND O <7 Q0 <t CI=CIOIOVGH
S OIS TWMN < D<M o <T < O
QO O owunnaI™m [ St AR AR
(€9 w od L L OWOHOIO N o OOOCOOLOOOOOOOOOOOOOCD
~ o oo <O O A~ 0000 a
= 0 o ~c— T e . . . e .. oD
. < . 000 — NSTFTFTOO
o/ > " (e 4TS I |
o) — oo o= 30Z YO OISO IO WD IND N O —i
[ U_<C WN<C  NOONIOMICOUONI O ONOICHN I Tt
fa s o L WD OO O r A<t L M P D D) P OV O
o =L . <t O <E < OIS OSSOSO D —
- KN} o [ S T T T T T
v &) %] = OCOOO0OOOOCODOOODOOOCOD
= Ly o
-1, < = —
N = ZW <O Ly <€
o2 L0 <A N T 0O O™
' < L« <D << ) — 2O OO = OO~ AIOO IO
> =D D s {o'd — <O NSO ) OV —HO O HNMIOIA DT O AND — O LI~
O ND (&4 VI D OO Wi OO I OO CYDIC I T IO J IR U
d . vy O % k) (N A TN Ve L AN T oo ae) 0O COOCOCOOOOOCOOOOOTOOO
— o ol [} < N OO0 [ [N
o) oo o< o - O US4 X O000O0O0000OO0OOOODOOCOoO N
[N w O w o —HOOOITNO [721=% N
— o . - . . o
ot wn o L OoOOCOOO .
— > = o
- - <€ LU QOO O LU I NGO <t 0O CO
(o) << WL At It oF OD DN CIOONDONVOT OO YT T O ~
=Z OWw WOh~NMm Otk <L = D OYHIHUIN TN OO =N YOOI YD Dt
e < X WO Wwre o L D NIF O CHOLN T Gl < S (eI ot (U
) <L O Cirib~ il O OWNSIMoY LIS o o s e e e e e e e e e e e e
DD <D Ot . W= CoNOC—OW @ OOOOOOCOODODOOOOODOO0O
o N I~ O —<C Ot IO a
N e <O LIS 00O O N
€8] [aVfunToN BN on Erd ORI
- . . <Ct— OINOEOWO
oo o £V OO — OO AT OLIO MO S LN D
a8 <CLJ  WDNOHO O QOO ONO 0NN OO SOOI~
— 29 [« e o D WOUIN0J0 DM~ 1CYANINION I < O«
~. = OCOOOND . F=— DT OINMIO T NN < NS LD IO D OO
- Ll L. Wy Wiz | 1 o [ T S T Y
S oc o ——- SA_ < OO0OCTDOOOOOOOOOOOOOOD
STl
e M
L — L At r—tr—d e —
I - oa.x =)
s8] L < Cld . O IO N0 OO NN F LD CO D O
<C O - aOw et et e — O
- @ woo w a.
o4 oD DX )
< O O 0 O %)
> vy EUO < o O m
— U W (&)
a. [  en® dodin[ipla WS¢
L A Zb-) v eTliud
o > OV Qe

ARG S 3 SR [ E s dOE N P 4 , . ’
UMORRA) (REAREEE  NORIGAY TR [MNOCE: .f».‘...n.\..:.?.q

o b o -




0BS

SOOI = F OO NI DO <F SOOI
IO OO O <t YN OO0t <t OO
Q)AL O ONMOM AP O ND —HOW
OO OO OOMO DN ~O

OO OO OO OO DD
) A R

OOUWNI O TH O T YOOI 0D
LedeslaN[eplieiNolVele slaNioalaptopnhs i deploy Nalan]op]
=GOt <t T <t < o<t
OOODOOTTIODOOOOODOTOOOND

COOODODOOOOOOOOOOC DD

WD IO DO )OI NN DO OOt
S OOLO M I~ QO F OO MU OO D
I WO <H DM OITF LOLO PN O O~ (O
LIOCOOOTOOOO—INOOODOOOM
(Ve ... OO s e e e oJ
Renletlanlanlas]onlus]tn los las lus lan] anlen Lo onloulan o)
— 1 O | IR 11 t 1O

. i .

VP OP~ IO OO O NI O —!
< NI A OLN NI CICICO N OO (A
A L OO O OO LD N —ItN OO0
L= OO O U O O E LD = <t < LD D)

OCOOOOODOODODIOOCCOOOCOO0D

AU FHUONON OO Ot N <UD S0 YO
e tr—ir A\

08S

C 4D -4 OO OO TICI - A U N OO D
CHONMOMN O =IO 40 S T30 L T D
OO0 IOOODODCOTITTIDINICUO

OOODODOOOODOOOTIOTOOO0O0

OO DO N U MNO OO
et e e — (\J

67

AT B T .
i _‘-"t%f ._-"-u‘_.‘

AR RN
Ead oy

I
o

R

T
- " . -

o ) [ Ky -‘ LY Rl
S
L B

“
A

. g‘{}mu’l --},_)

AL
( ]

“ N
"

'.-..‘-_7\ (

L e Y
RN RO

-" -.' 1"
Splele

.. _,_._'.)
-'-"“'
P

PRI

ey

PN



APPENDIX F
SAMPLE INPUT / OUTPUT FILES - SAS PROC MATRIX
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Kxdkkkkkxxkkkkkxkx  OUTPUT 1 - SRB LEVEL = 0 FRe K 3 Je ek KR R KK K K :E}‘::
';_:;:'
YO coL1 =
ROW1 0.425821 sy
VAR(YO) coL1 :;g:
ROW1 0.0050044 ‘“‘
CI(LOW) coLl ﬁéf
ROW1 0.300537 508
Iy
CI(HIGH) oLl ‘ &2
ROW1 0.551105
l.‘;i
WY P K K KK R KK P e KK e OUTPUT 2 - SRB LEVEL = 1 e K e Yo e P A A KW R K e He ek Kk Rk ke ke }::‘r.}t
}& :'
Y0 coLl -
ROW1 0. 474958 BoY
LN
.‘_}.,
VAR(YO) coLl 133
ROW1 0.00314623 ALY,
N
CI(LOW) oLl N
ROW1 0. 37562 )
CI(HIGH) coLl N
ROW1 0.574295 1;;
e
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Y e e Y kR Y e A K e e e ok K Ve OUTPUT 3 - SRB LEVFL = 2 L2 2. 3.3.3.8.8.2.3.2.8 3.2 3. 8.8 .3 8.2. 8 %1 .‘:\
) hoe]
YO coLl RS
ROW1 0. 524094 RN
e
VAR(Y0) coLl R
ROW1 0.00262035 ass
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CI(LGW) coLl ’:3
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CI(HIGH) coL1
it ROW1 0. 614751

- Y ¥ Je v Fe Fe A v v ke e Rk e kok OUTPUT 4 - SRB LEVEL = 3 Fe ¥ e v ok Kk e e e Ak ke A ke kK ek kR ke

3 YO coLl _
3 ROW1 0.573231 {

, VAR(YO) coLl
o ROW1 0.00342676

oy CI(LOW) coL1
ROW1 0. 469559

. CI(HIGH) coLl
Y ROW1 0.676903
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[ iy
EXTRACT OF SAS V5 PROGRAMMING COMMANDS USED IN THIS B
STUDY .-.
'R
u'!':
T
OPTIONS LINESIZE=64 e,
PAGES1ZE=60; o
QQE@TARRAYI, %*f
I8 'y
MOS S SRB REUP RACE DEP SEX EDUCATE AFQT TERM ESTEST1 E6TESTI el
ESTEST2 E6TEST2 QTR UNEMPLY REAL SEQ YEAR; -~
CARDS; _
o)
¥axkkx (include data arrays) KRk peds
Rt
LGt
[ '{z
PROC PRINT —
DATA=ARRAY1 N UNIFORM; )
VAR REUP SRB RACE DEP’ SEX EDUCATE AFQT ESTEST2 E6TEST2 Nt
8$RN8§EMPLY REAL; \Qg,
S <UL
PROC CORR DATA=ARRAY1 NOSIMPLE: o
VAR REUP SRB RACE DEP SEX EDUCATE AFQT ESTEST2 E6TEST2 : ?;
STR UNEMPLY REAL; "
PROC PRINT: L
PROC STEPWISE DATA=ARRAY1: R
MODEL REUP = SRS _SRB*2 RACE DEP SEX EDUCATE ArgT E5TEST1 E6TESTL S
ESTEST2 E6TESTZ TERM QTR QTR*Z SEQ YEAR UNEMPLY REAL , _ g
/ SLE=.150 SLS=.150; T
BY "HOS: T
PROC REG <
JATA=ARRAY1;
gngésReup = QTR QTRSQ SRB RACE DEP REAL / I P R CLM CLI INFLUENCE;
1"l ’
QUTPUT’ QUT=QUT1 P=YHAT1 R=RESIDI1;
PROC CHART
DATA=0UT1;
HBAR RESID1/MIDPOINTS=-.25 TO .25 BY .010;
PROC PLOT
DATA=QUT1;
_ . PLOT RESIDI*YHAT1='*! RESIDl*SEQ-'*'/VREF 0;
DATA QUT11:
SET DUTL;
[F SEQ=1" THEN DELETE;
R11=RESIDI;
DATA 0yT41:
SET QUTI;
1F SPE<=4 THEN DELETE;
R41=RESIDD;
CATA QUT12:
SET QUTI:
IF SEQ=20 THEN DELETE;
R12=RESIDI;
DATA COUT42:
SET QUT1;
IF s&g>=17 THEN DELETE;
R42=RESID1;
DATA LAGI:
MERGE OUT11 0OUT12;
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DATA LAGZ
MERGE QUT41 0UT42;
PROC PLCT
DATA=LAG1;
PLOT R11*R12='*' / VREF=0 HREF=0;
PROC PLOT
DATA=LAG4: -
PLOT R41*R42='*' / VREF=0 HREF=0; ’
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